Experimental and theoretical study of absorption of femtosecond laser pulses in interaction with solid copper targets
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The reflectivity of near-infrared 150 fs laser pulses from copper targets has been measured in the intensity range of $6 \times 10^{11} - 1.6 \times 10^{14}$ W cm$^{-2}$, showing a drop in reflectivity versus intensity as the target is heated. A simple semianalytical model of femtosecond electron heating and resultant optical absorption is developed to describe the time dependent and integral reflectivity covering the range from cold metal response to hot plasma response. The model is in good agreement with experimental ultrafast reflectivity measurements over the intensity range studied.
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I. INTRODUCTION

Research into the femtosecond interaction of pulses with bulk and thin-film metals has demonstrated that the laser pulse leads to transient heating of the electron subsystem out of thermal equilibrium with the lattice subsystem.1–3 The electron subsystem subsequently equilibrates with the lattice subsystem on the time scale of several picoseconds, eventually leading to ablation of material at higher intensities. Thus, the process of light absorption and target ablation have different time scales, and can be considered independent of each other with energy transfer among the subsystems divided into several stages. Initially, the target electrons absorb the laser energy in a thin skin layer while the lattice remains cold. The electrons then conduct heat inward, removing energy from the skin layer. At the same time the electrons transfer their energy to the lattice throughout the electron heat penetration depth until both subsystems reach local thermal equilibrium. In the case of femtosecond laser-pulse interactions, the absorption of laser radiation occurs on a time scale of the pulse duration before any significant hydrodynamic motion (ablation) can occur. Such hydrodynamic response of the target surface has characteristically been observed on the time scale of tens of picoseconds.4

In this paper, a model of ultrafast laser absorption in a noble metal is proposed, which accounts for the strongly nonequilibrium state of the irradiated metal during the laser pulse as it undergoes a fast transition from a solid metal to a plasma at moderate irradiation intensities of $10^{11} - 10^{14}$ W cm$^{-2}$. To date, it has been assumed that absorption remains constant for femtosecond pulses in this intensity range because the pulse energy is deposited before any plasma or material dynamics can take place.1,3,5 We do not study the subsequent stage of thermal equilibration between the electron and lattice subsystems, and plasma expansion that predominantly occurs after the femtosecond pulse has finished. This coupling and expansion phase is not necessary for the description of femtosecond laser-pulse absorption dynamics. The results of the model are compared to experimental measurements of reflectivity of 150 fs 800 nm pulses from smooth copper film targets.

Understanding the dynamics of absorption is very important in many current application areas of femtosecond pulses at moderate intensities including micromachining and laser induced breakdown spectroscopy.7–10 Despite its overall importance, there are few studies where absorption dynamics of femtosecond pulses have been studied in the moderate $10^{12} - 10^{15}$ W cm$^{-2}$ intensity range of interest for these applications. Studies have been reported as a function of intensity for aluminum, copper, and gold at 400 nm for 150 fs pulses at intensities of $10^{13} - 10^{17}$ W cm$^{-2}$ by Price et al.,11 and as a function of angle of incidence by Fedosejevs et al.12 at 248 nm for 250 fs pulses. As reported here we measure the absorption as a function of incident intensity for 800 nm 150 fs [full width at half maximum (FWHM)] pulses incident on fresh copper thin-film surfaces in the range of intensities from $6 \times 10^{11} - 2 \times 10^{14}$ W cm$^{-2}$, which is at the wavelength and intensity range of interest for many femtosecond micro-machining and related applications. Absorption and heating in this intensity range is also of interest in the creation of preplasma conditions for many ultrahigh intensity ($10^{18} - 10^{20}$ W cm$^{-2}$) laser experiments where the leakage contrast ratio is on the order of $10^{-6} - 10^{-8}$.

When weak to moderate intensity laser pulses reach a metal target, they are absorbed in a surface layer under conditions of collisional absorption which are typical for the laser-metal and laser-plasma interactions at the electron temperatures in the eV range, $T_e \leq 100$ eV. The absorption coefficient is defined by the effective collision frequency which is a function of $T_e$. During laser-matter interaction at laser intensities <10$^{15}$ W cm$^{-2}$, the electron temperature changes from room temperature up to a few hundreds of eV. In this temperature range the effect of spatial dispersion is small whereas, for short laser pulses of relativistic intensities, it is important because the electron temperature can be as high as several keV. The latter is not a subject of our study.

To describe laser absorption one has to know the collision frequency over a broad temperature range. The model often used is based on interpolation between two well-known limiting cases, corresponding to the Coulomb electron-ion collisions for the hot plasma and the electron-phonon collisions for the cold solid.13 For the cold solid, the classical electron-phonon collision frequency is defined by the lattice temperature, making it independent of the electron temperature and effectively constant during a laser pulse due to the relatively
low electron-lattice energy exchange rate. Therefore electron-phonon collision frequency cannot explain the increase in absorption with temperature which is typical for most experiments, e.g., Refs. 11 and 14. In the case of short pulse laser-matter interaction, where the electron temperature is much higher than the lattice temperature, it is also important to account for the effect of electron-electron collisions15–19 which will increase the absorption. The frequency of electron-electron collisions is comparable to the electron-phonon collision frequency at electron temperatures on the order of 0.05/\hbar_\text{TF} for copper, where \( T_\text{F} \) is the Fermi temperature (7 eV for Cu).18,19 Thus, the contribution of the electron-electron collisions to laser light absorption is important even at low temperature. This contribution is usually dominant in the temperature domain up to \( T_\text{F} \). As the temperature increases further (\( T_\text{e} > T_\text{F} \)) a metal-plasma transition occurs, and the absorption is defined by the Coulomb electron-ion-collision frequency, which decreases with electron temperature as \( T_\text{e}^{-3/2} \). Correspondingly, absorption starts to decrease with increasing electron temperature, in agreement with the experimental data.11,14 Note that, in a plasma phase, the electron-electron collisions may contribute somewhat to laser light absorption for low-Z plasma.20

One more effect, which can be expected to change the absorption coefficient, is the nonthermal disordering of lattice state (nonthermal melting). In Cu such disorder occurs at an electron temperature \( \sim 3 \) eV that is an order of magnitude higher than the typical electron temperature at which the e-e collision contribution already starts to dominate over the e-phonon collisions. On the other hand, the experimental evidence for significant effect of nonthermal melting on the noble-metal reflectivity of femtosecond laser pulse remains inconclusive so far.21 In addition, there is uncertainty about typical time scales estimated for nonthermal melting to occur, ranging from \( \sim 100 \) fs (Ref. 21) to \( \sim 1 \) ps (Ref. 2). Thus, we do not believe that nonthermal melting contributes to the reflectivity increase at low intensity (\( I \sim 1 \times 10^{12} \text{ } - 3 \times 10^{12} \text{ W cm}^{-2} \)) because the electron temperature is quite low (\( \sim 0.5 - 1 \) eV) and laser pulse probably ends before nonthermal melting happens. Above this range, there is a lack of any suitable model for such nonthermal disordering, and thus we restrict ourselves to a smooth interpolation of the conductivity between the normal solid-state regime and the plasma regime of absorption.

To describe laser absorption in a broad electron temperature range, we use a smooth interpolation for dielectric permittivity between the normal solid-state regime and the plasma regime. The Drude formula for solid metal22 and the corresponding formula for a plasma model. The effects of degeneracy and nonideality of a dense low-temperature plasma is taken into account by using a Fermi-Dirac electron distribution23 and modified Coulomb logarithm.24 The description of a classical high-temperature plasma is based on the exact solution of the electron kinetic equation,20 which transforms to the well-known Spitzer-type formula in the strongly collisional limit.

The outline of the paper is as follows. In Sec. II the description of the experiment and experimental results are given. In Sec. III we present the theoretical model of laser-pulse absorption and localized heating. The discussion is presented in Sec. IV which includes comparison of the theory and experimental data. The conclusions are given in Sec. V.

II. EXPERIMENTAL PROCEDURE AND RESULTS

Experimental measurements of the femtosecond reflectivity of copper were made using a commercial regeneratively amplified femtosecond Ti:sapphire laser system.25 A pulse width of 150 fs FWHM was used for the experiments, measured using a commercial single-shot autocorrelator26 with 20 fs resolution assuming a Gaussian pulse shape. The spatial profile of the output pulse was Gaussian down to approximately 10% intensity level with no hot spots as monitored with a Spiricon SP-980 camera at the focal spot of a 1 m lens. A 100 nm copper thin-film sample was used as a target, which was sputtered onto a silicon substrate with a 100 nm chromium thin-film binding layer between the copper layer and silicon substrate. The rms roughness of the surface was a few tenths of a nanometer as measured using a commercial white-light interferometer.27 The copper thin-film sample was stored in a nitrogen environment to minimize oxidation of the surface before experimentation.

The experimental setup is shown in Fig. 1. The target was mounted on a commercial three-dimensional (3D) motorized translation stage and irradiated at approximately 7° angle of incidence with the incident laser s polarized. The pulse energy was controlled by a combination of a half-wave plate followed by a Glan polarizer at the output of the laser. Further energy attenuation was achieved using absorbing glass filters. The dispersion through these filters was negligible, adding at most a few femtoseconds to the pulse width, and was not considered in this work.

The pulse energy was measured at a kilohertz repetition rate by using a power meter with an accuracy of 1% (Spectra-Physics Model 407A) placed after the lens to calibrate the photodiode, D1 in Fig. 1. This calibrated photodiode was subsequently used for shot-to-shot energy measurements. The output of each photodiode was coupled into a 200 pF capacitor in parallel with a 1 MΩ resistor and was read out at 100 \( \mu \)s after the laser pulse using a 50 MHz bandwidth digital oscilloscope. This time delay in measurement was employed to avoid interference from electrical noise from the laser firing at \( t=0 \). The precision of the pho-
FIG. 2. Measured relectivity of 800 nm 150 fs pulses from a copper surface as a function of peak incident energy fluence (in J/cm², black points) in comparison with theoretical results (gray line with gray points). Black solid line corresponds to the model with zero heat flux.

tiode measurements was approximately 1%.

A fast photodiode at the output of the laser (not shown) monitored the femtosecond leakage pulse to determine the prepulse contrast ratio compared to the main pulse. The typical contrast ratio achieved was 3×10⁴. At these low levels, the prepulse was not expected to perturb the sample prior to the arrival of the main pulse.

The copper sample was placed at the focus of a 15 cm focal length lens to an accuracy of better than a millimeter, within the Rayleigh range of the focus. The calibration of 100% reflectivity for detector D2 was carried out using a white-light interferometer. The details of the technique for calculating the beam diameter and resultant laser fluence are given in Ref. 8.

The repetition rate of the Ti:sapphire was reduced to single-shot mode and a clean fresh spot on the sample was irradiated with every shot. Measurements started at incident fluences a couple of orders of magnitude below the ablation threshold to verify the small-signal reflectivity of the target. Reflectivity was measured in random triplicates to avoid systematic errors by selecting incident pulse energies over the intensity range described earlier and making repeat measurements to observe the variability in the reflectivity for each intensity. Several samples had been used over several experiments with the resultant measured reflectivities plotted in Fig. 2. One can see that above an incident fluence of 1 J/cm² the absorption increases significantly with fluence.

III. DESCRIPTION OF THE MODEL

The description of target heating and ablation in short laser-pulse interaction with solid target is usually based on a two-temperature model. Here we are interested in femtosecond laser-pulse absorption and localized heating (near the target-vacuum interface) only, i.e., we consider only the first stage of laser-plasma interaction. In this case, it is sufficient to assume a model of a semibounded medium, and consider only equations for the electron temperature, T_, and the laser field, E, assuming ions to be cold and immobile. The equation for electron temperature is given by

\[ C_e \frac{dT_e}{dt} - \frac{\partial}{\partial x} \left( \kappa (T_e(x)) \frac{\partial T_e}{\partial x} \right) = Q_L(x), \]  

where \( C_e \) is the electron specific heat and \( \kappa \) is the electron heat conductivity. The heat deposition rate due to laser radiation, \( Q_L \), is defined in the standard way by

\[ Q_L(x) = \omega \text{Im} \left[ \epsilon(t,x;\omega) \right] \frac{|E(t,x)|^2}{8 \pi}, \]  

where \( \epsilon(t,x;\omega) \) is the target dielectric permittivity at the laser radiation frequency \( \omega \). Here we use the local approximation for \( Q_L \), with the assumption of negligible effect of spatial dispersion that is justified both for solids and for plasmas with electron temperature up to several hundred electron volts.

To derive the electric field inside the target, \( E(t,x) \), we solve a wave equation for the plane monochromatic wave incident from \( x = -\infty \) onto a plane target surface located at \( x = 0 \):

\[ \frac{\partial^2 E(t,x)}{\partial x^2} + \frac{\omega^2}{c^2} \epsilon(t,x;\omega) E(t,x) = 0, \]  

with boundary conditions \( E(t,x \rightarrow \infty) = 0 \) and \( i(c/\omega) \partial E(t,x) |_{t=0} + E(t,x) |_{t=0} = 2E_0(t) \), where \( E_0(t) \) is the amplitude of the incident electromagnetic wave. For the incident electromagnetic field a Gaussian laser-pulse intensity, \( I_0 \), is assumed, \( I(t) = (cE_0^2/8\pi) \exp[-(2\ln 2)^2(t - \tau)^2/\tau^2] \), where \( \tau \) is the laser-pulse duration defined as the FWHM. The absorption (A) and reflection (R) coefficients averaged over space (x) and time (t) are defined as follows:

\[ \langle A \rangle = \frac{\int_0^{2\pi} dt \int_0^\infty dx Q_L(t,x)}{\int_0^{2\pi} dt I(t)}, \quad \langle R \rangle = 1 - \langle A \rangle. \]  

The solution of the set of Eqs. (1) and (3) describes target heating, laser light absorption, reflection, penetration, and electron temperature profile inside the target.

To solve Eqs. (1) and (3) the target characteristics \( C_e \), \( \kappa \), and \( \epsilon \) should be specified as functions of electron temperature. For a classical hot plasma the electron specific heat is independent of temperature, \( C_e = 3/2n_e \). For a metal at \( T_e < T_F \), assuming that electrons are partially degenerated, the electron specific heat is proportional to electron temperature \( C_e = \pi^2 T_e n_e/2T_F \). The simplest model for \( C_e \) is a smooth interpolation between these two limits as given by

\[ C_e = n_e \frac{3\pi^2 T_e}{\sqrt{36T_e^2 + 4\pi^2 T_e^2}}, \]  

To describe the electron density \( n_e \), which is a key parameter of the theory, one has to properly evaluate an effective ion charge, \( Z(n_e = Zn_i) \), where \( n_i \) is the atom density. For copper
at the room temperature we take \( Z = +1 \), corresponding to excitation of s-shell electrons. A temperature increase results in thermal excitation of the low \( d \)-band electrons, which change the electron property of Cu.\(^{28}\) To account for this change we assume an increase in effective average ion charge \( Z \) up to \( Z = +3 \) in the temperature range from \( 0.01T_F \) to \( 0.06T_F \) and saturation at higher temperatures up to \( T_F \). This assumption allows one to adjust the temperature dependence of specific heat in Eq. (5) to the result of the numerical calculation of Ref. \( 28 \). Note that quasistationary value \( Z = +3 \) has also been predicted in Refs. \( 29 \) and \( 30 \). The fit for \( Z \) used for calculating laser absorption is presented in Fig. 3.

The plasma dielectric permittivity can be calculated following the approach of Refs. \( 20 \) and \( 23 \) (cf. Ref. \( 24 \))

\[
\epsilon = 1 - \frac{\omega_{pe}^2}{T_F^2} \int_0^\infty d\nu \frac{g^{3/2}}{2\omega_{11}} \frac{\partial f_e}{\partial \nu}, \quad T_F = (3\pi^2n_e)^{2/3}\frac{\hbar^2}{2m_e}, \tag{6}
\]

where \( f_e \) is the electron distribution function, which is a function of the electron energy \( \epsilon \), \( g = 2 \) is the electron-spin degeneracy, \( \omega_{pe} = \sqrt{4\pi e^2n_e/m_e} \) is the electron plasma frequency, \( \hbar \) is the reduced Planck constant, and \( \epsilon \) and \( m_e \) are the electron charge and mass. We also introduced a renormalized collision frequency \( \nu_{11} \) in such a way as to recover the permittivity of an ideal plasma\(^{30} \) for temperature \( T_e \gg T_F \). In the local approximation the plasma expression for the renormalized frequency (as we only consider) results in

\[
\nu_{11} = -i\omega + \sqrt{9\pi^2/2(T_e/\nu_0)}^{3/2}\nu_F^2 G(\omega,Z). \tag{7}
\]

The function \( G = [\nu_e/(\nu_e+(1-2)\omega)][\nu_e+(1-2)\omega] \) accounts for the electron-electron collision effect in a plasma, where \( \gamma_o = (0.87+Z)/(2.2+Z) \) and \( \nu_F^2 = 4(2\pi Z n_e e^4/\hbar m_e)T_e^{3/2} \) is the electron-ion-collision frequency. The effects of a nonideal plasma are accounted for by the Coulomb logarithm, \( \Lambda \) (Ref. \( 24 \)):

\[
\Lambda = \frac{1}{4}\log\left[ 1 + \left( \frac{\nu_D + \nu_0 + l + \lambda}{l + \lambda \hbar/2} \right)^{1/4} \right],
\]

where \( 1/\nu_D^2 = 4\pi e^2n_e/\sqrt{\nu_F^2+\nu_0^2} \) is the electron Debye radius with the degeneracy correction, \( \lambda = h/m_ev \) is the De Broglie wavelength, \( 2Z e^2/m_e \) is the classical distance of closest approach, and \( v = \sqrt{2e}/m_e \). Following Ref. \( 23 \) we use the minimal value for Coulomb logarithm \( \Lambda_{\min} = 2, \) i.e., \( \Lambda = \max(\Lambda, \Lambda_{\min}) \).

The distribution function of electrons can be presented in the form of a Fermi-Dirac function \( f_s = 1/(1+\exp(\epsilon - \mu)/T_F) \), where a chemical potential \( \mu \) is defined from the relation:

\[
n_e = \frac{m_e^{3/2}}{\pi h^3/2} \int_0^\infty d\nu \sqrt{-\nu} f_e. \tag{8}
\]

In the limit of high temperature \( T_e \gg T_F \), the chemical potential has the form \( \mu = T_F \ln[8(T_F/T_e)^{3/2}/(3g^{3/2})] \). In this limit, the Fermi-Dirac distribution transforms to the Maxwellian distribution and for dielectric permittivity [Eq. (6)] we recover the result of Ref. \( 20 \):

\[
\epsilon_{\mu} = 1 + \frac{\omega_{pe}^2}{T_F^2} \sqrt{2 \frac{2}{\pi}} \int_0^\infty d\nu \sqrt{\frac{3}{2}} \exp(-\nu/T_e) \frac{3\omega_{11}^2}{3\omega_{11}^2}. \tag{9}
\]

Equation (6) is well suited for calculation of the dielectric permittivity at \( T_e > T_F \) because the renormalized collision frequency described above is based on Coulomb collisions and is applicable only for a plasma. For solid state, in the limit of low electron temperatures \( T_e < T_F \), one cannot use the Coulomb collision frequency as an effective collision frequency. The metal dielectric permittivity is described by the Drude formula

\[
\epsilon_m = 1 - \frac{\omega_{pe}^2}{\omega(\omega + iv_{eff})}. \tag{10}
\]

Note that when a collision frequency does not depend on electron energy, one can derive Drude formula (10) from Eq. (6) with \( \nu_1 = -i\omega + v_{eff} \). Following the model in Ref. \( 15 \) we use an expression for the effective collision frequency as \( v_{eff} = \min[v_{ph} + v_{ee}, v_{ee}] \). Here \( v_{ph} = k_e e^2 T_e^2/h^2 \nu_F \) is the electron-phonon collision frequency, \( v_F = \sqrt{2T_e/m_e} \) is the Fermi velocity, \( T_e \) is the ion temperature, \( v_{ee} = A_T^2 T_e^2/h T_F \) is the electron-electron collision frequency, and \( v_c = \sqrt{v_F^2 + T_e/m_e/v_0} \) is the maximum possible collision frequency, following from the condition that the electron mean-free path cannot be smaller than the ion sphere radius \( r_0 = (3/4\pi n_i)^{1/3} \). We use the room temperature for \( T_c \). Two fit-
tting coefficients are introduced here for the effective collision frequency. The first one, as a scale factor for the electron-phonon collision frequency, $\kappa_e=5.3$ is chosen to fit absorption for room temperature and the second one, $A_T$, is a parameter which adjusts for the quantitative uncertainty in a contribution of the electron-electron collisions. In our model, we use $A_T=3$ for a copper target, which provides the best agreement with experimental data on laser light reflectivity.

For $T_e > 3T_F$ we use the plasma expression for the electron dielectric permittivity, and for $T_e < 1/3T_F$ we use the Drude model for it. In the intermediate domain $1/3T_F < T_e < 3T_F$ we use the following interpolation

$$\epsilon = -(\text{Re}[\epsilon_m]^4 + \text{Re}[\epsilon_p]^3)^{0.25} + i(\text{Im}[\epsilon_m]^4 + \text{Im}[\epsilon_p]^4)^{0.25},$$

(11)

The electron temperature dependence of this dielectric permittivity for copper is shown in Fig. 5.

We approximate the electron heat conductivity in the entire range of the electron temperature by the expression

$$\kappa_e = \kappa_e^p + \kappa_e^m, \quad \kappa_e^p = 128(0.24+Z)m_eT_e/[3\pi(4.2+Z)m_eT_e]^2,$$

where $\kappa_e^p$ is the plasma Spitzer heat conductivity and $\kappa_e^m = C_m^e u_T^2/3v_{eff}$ is the heat conductivity of a metal. Here $v_{eff}$ is the same effective collision frequency as in the electron dielectric permittivity.

Equation (1) was solved numerically with boundary conditions corresponding to zero heat flux at the vacuum-target interface, $\partial T_e/\partial x|_{x=0} = 0$, and constant temperature (room temperature) deep in the target ($x \rightarrow \infty$). To find the electric field inside the target, Eq. (3) was solved at each time step by using the inhomogeneous dielectric permittivity calculated with the current electron temperature profile.

IV. DISCUSSION

The dependence of the time-averaged target reflectivity given by Eq. (4) is plotted with the experimental data in Fig. 2 where it is seen that there is good agreement between the model and the experimental data. For low laser intensities, the reflection corresponds to 0.95 that coincides with small-signal reflectivity of a clean copper surface at room temperature. For laser intensities $I \approx 5 \times 10^{12}$ W cm$^{-2}$, the growth of electron temperature results in an increase in laser light absorption (and decrease in reflectivity). The increasing effective collision frequency due to electron-electron collisions with corresponding contribution $\propto T_e^2$ and increasing effective degree of ionization $Z$ are responsible for the absorption increase.

The absorption reaches a maximum for an intensity of the order of $I \sim 2 \times 10^{14}$ W cm$^{-2}$ and slowly decreases with further increase in laser fluence. The latter is relevant to the laser-plasma interaction regime. On the whole, the behavior of copper reflectivity qualitatively agrees with that of aluminum reflectivity.

The time evolution of the absorption coefficient for a Cu foil given in Fig. 6 clearly shows that absorption ends 100 fs after the maximum of laser pulse reaches the target surface. This justifies our assumption that processes with time scales longer than a few hundred femtoseconds have negligible effect on absorption. The dependence of maximum surface temperature of copper foil on laser-pulse intensity is shown in Fig. 7. It demonstrates that for 150 fs laser pulse an electron-ion plasma appears at laser intensities higher than $10^{13}$ W cm$^{-2}$ once the electron temperature exceeds 3 eV.

The spatial profiles of the absorbed power, $Q_L$, given in Eq. (2), for different laser intensities are shown in Fig. 8. The absorbed power is proportional to the laser intensity inside the target and the electrical conductivity of the target. Because the laser electric field decreases monotonically inside the target and the electrical conductivity is sensitive to the electron temperature profile, having a maximum at a temperature of the order of the Fermi temperature, the absorbed power profile may have a nontrivial shape. For low intensities when the target is not heated above the Fermi temperature the electrical conductivity decreases with $x$ inside the target and the absorbed power follows the exponential profile of the laser intensity inside the surface. With increasing intensity, when the target can be heated above the Fermi tem-
temperature, the absorbed power profile plateaus inside the target due to the nonmonotonic behavior of conductivity versus electron temperature. For example, at an intensity of $10^{14}$ W cm$^{-2}$ the laser-plasma interaction results in the absorbed power profile with a well pronounced plateau inside the target as seen in Fig. 8.

The electron temperature profile at the end of simulation (at 600 fs) and the evolution of surface temperature for a copper target irradiated by a laser pulse with intensity $10^{14}$ W cm$^{-2}$ are presented in Figs. 9 and 10, respectively. To reveal the effect of electron heat transport, the calculations with zero heat flux are also presented. The electron heat flux from the skin layer results in a decrease in the surface temperature due to energy transport by a heat wave propagated into the target. The effect of heat flux is important for a plasma with relatively high electron temperature $T_e \approx 20$ eV.

Our study shows that accounting for the electron heat transport does not significantly affect integrated laser light reflectivity for the intensities $\approx 10^{14}$ W/cm$^2$ and the present pulse duration of interest $\sim 150$ fs. However, electron heat transport is important for correct determination of the electron temperature value and spatial temperature profile. Electron heat flux comes into play after electrons heat up to temperatures on the order of 10–20 eV, which happens only after the peak of the laser pulse reaches the target (see Fig. 10). By this instant in time, the main part of the laser light is already absorbed by the target. Moreover, for the electron temperature range $20$ eV $\lesssim T_e \lesssim 100$ eV, where the plasma is not too hot, the absorption coefficient varies weakly with temperature. Correspondingly, the temperature redistribution within the skin layer due to heat transport does not noticeably change the contribution to the integrated absorption from the decaying part of the laser pulse. Thus, the average value of laser light reflectivity for both temperature profiles, with and without accounting for the heat flux, is approximately the same.

In the presented absorption model, the lattice heating due to electron-lattice energy exchange is neglected and ions are assumed to be cold (at room temperature). Fast heating of the lattice could result in a considerable increase in the contribution of the electron-lattice collision frequency to the effective collision frequency and change the laser absorption. One may estimate the lattice temperature as $T_i \sim \tau_i/\tau_r$, where $\tau_i$ is the characteristic electron-ion relaxation time. In accordance with Ref. 13, $\tau_i \sim (30–40)$ ps. Thus, at the end of laser pulse (about 300 fs), the ion temperature reaches about 1% of the electron temperature, which is about 3000 K for a laser intensity of $10^{14}$ W cm$^{-2}$. On the other hand, in Ref. 28 it was noted that relaxation rate $\tau_i$ itself depends on the electron temperature that could result in smaller value of $\tau_i$ as compared to that estimated in Ref. 13. On this basis one may estimate that at the end of laser pulse the ion temperature could be about 9000 K. While it is considerably higher than room temperature, nevertheless, lattice heating can be ignored because its relative contribution to the effective collision frequency decreases with electron heating since the electron-electron collision contribution becomes strongly dominant.

The electromagnetic field penetrates inside the target to a skin depth of $20–60$ nm, which is typical for solid density metal plasmas. The characteristic electron temperature scale length is also comparable to the skin depth where the plasma formed is strongly inhomogeneous during the laser-pulse interaction. Therefore the commonly used model of homogeneous temperature is not applicable for the description of absorption (see also Refs. 15 and 17). It significantly overestimates laser absorption and could not provide agreement with experimental data.

V. CONCLUSION

Experimental measurements of absorption of 150 fs laser pulses have been made from clean copper surfaces at a wave-
length of 800 nm for intensities in the range of $6 \times 10^{11} - 1.6 \times 10^{14}$ W cm$^{-2}$. This is an important regime for many applications of femtosecond pulses and for the creation of preplasmas in many femtosecond relativistic laser-plasma experiments. We have found that the absorption increases rapidly at approximately $3 \times 10^{12}$ W cm$^{-2}$ and reaches a value approaching 40% at intensities above $10^{14}$ W cm$^{-2}$. A theoretical model has been developed taking into account the transition from an electron-phonon dominated cold collision regime to an electron Coulomb dominated plasma collision regime. It allows the derivation of instantaneous and integrated coefficients of absorption, the spatiotemporal absorbed power profile, and the spatiotemporal electron temperature distribution.

Taking into account the Gaussian temporal and spatial profiles of the experimental laser pulse, numerical integration of the theoretical model gives very good agreement with the experimental measurements. An increase in absorption to an intensity of $2 \times 10^{14}$ W cm$^{-2}$ is observed after which the heated surface starts to behave as a hot plasma exhibiting decreasing absorption with intensity. The obtained characteristics of a surface plasma on subpicosecond time scale clears the way for ablation studies at a quantitative level.
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